Gradient Checking is based on the following approach. One iteration of Gradient Descent computes and updates the parameters ![\theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAALVBMVEXu7u7///9ERESIiIiYmJhmZmYQEBB2dnYAAAAsLCxUVFSqqqrc3Ny6urrMzMy1Q8nzAAAASklEQVQImR2MSQrAMBDDrMmk2fv/59bpwSCQkQCVlcgQIi60AnMbHi+WyLAdrxg26hK9ljIftLtNbegM/r/OhFV9k1suOpjZbv4DQsgBQbPYNxkAAAAASUVORK5CYII=)by doing  
![\theta := \theta - \frac{d}{d\theta}J(\theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAGwAAAAUCAMAAABfyShTAAAAA3NCSVQICAjb4U/gAAAALVBMVEX////u7u6YmJhmZmaIiIgGBgZUVFTc3NyqqqpERER2dna6uroyMjIiIiLMzMwgkbCHAAABcElEQVRIia1VAZLDIAhEREVN8//nHmiTU2NN7yY7nY7VXRAECvAM8ushQ98g+NmuuS4NMa5N3TOwOTcUXVLjqdFSqIfRQFybumEEwi20G7SVC4RWa8tJIgAfYIEbhhHT/ZNFjSnYTptJfzqJOPLK2Q0DE4Q+cJfVTei1Gi0q77W/dbOi6hizcwSk3GwE9QDboPXyvUl4xr2LJdDEWMeYwFDG1DorV67BNlqUpbNE3rVie6KW2JVxA6+vtdtBy5JtXdm0kHYM9gc+pxUcV9u9dveQNbWLHMENwzU4b2cOZ602W8jS+mw7/ZDGCeMzcDu6bPeDlglMlM957VmB9IwZdDBmLFLLYF6lWLT7Oi2hFm76tcTT0m8ZM8hgDAkKKTDb92vGQevXRr6FNJoMCTuUTNd66uwBT2UwGsnINg603vro+z+og5Ej4qUTuZ1wZtVd36IORnn8fLXGTayz0fR3Z2UwShAPvf8SdTCahMs/qYof/rIJOEfh80YAAAAASUVORK5CYII=).  
To minimize the cost we will need to minimize ![J(\theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB0AAAARCAMAAAAWj1dGAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6IiIiqqqrc3Nx2dnYtLS0ICAhmZmZERERUVFSYmJi6urrMzMyUKIfxAAAAtUlEQVQYlX1RixLDIAhD8I3+/+/OIHZtbzeup4REopToEeFHGriVBJQ2El0bx0vIGataoQVq2OvFNpyKhhMTdcgGH7YM1O1oWRZNkGUnI0obKbrmibTPzSqIaG559QsmJvXWHY7TbEtl7sWqktxWDogg6i7PfrM1dmS/GPJqlvu1Jh1rEX+pMFWhkIfNCJrQ1udDZKUoUv3mdmfVdCbcb1Nf2kGP6P/gWyxyAyHRK+T71wiD+gCfkANwEQD2BAAAAABJRU5ErkJggg==)  
Let ![g(\theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAARCAMAAAD5TTx4AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqqIiIh2dnZUVFQQEBBERERmZmaYmJi6urrc3NwyMjLMzMw64mdPAAAAt0lEQVQYlW1RCQ7EIAhEEO/+/7vLgG00WdOU4RpGJDpP+gvjZI8KdzMy71x3vyaqsO3KTXezECmqhlyk3lhsWGWg5VG2KW07HZTrAVT82RKaafqkZWSpuNT+QmV6fGRpIlqC0MRLjUnANBFvfiV61BmtOwpprK0JuIU01iikoaEhdNoN+paBplTt25sTLKoxr4HVuMSe363qBi5Pxr1NDTPW6e2D2gxN0cN85BLE98wfHx/PhLX/AFEQA4rxeWdQAAAAAElFTkSuQmCC)be a function that computes the derivative ![\frac {d}{d\theta}J(\theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAUCAMAAAAjrzSKAAAAA3NCSVQICAjb4U/gAAAALVBMVEX////u7u6YmJiIiIgFBQXc3Nx2dnaqqqq6urpUVFREREQyMjJmZmYiIiLMzMyxzZOIAAABD0lEQVQokY1SWxaFIAhEUPGV+1/uRbDS6uNyOkoy4AgDYJYO+NtC/jp1Hx4A4n1MxUeNRftliVE4ixLWsCRStXw9Kw6KbG0WktBGt2jBoOFIAFmSEll+hFBWrE+K0rJe2BQWp55ckdLyTq9sNYijyNFlyd3YJ4wLFpWQXVXlaqe5SPBhWYl2XX0jyn54HL+wnq9YGLCmqJ7BL7bRVWyq83nitkdJrFd3+5hkkoUNxMZ3iCEp98bgDnvm6Dq4Ip/Nl2yyIoYQYcw1MLc+7yjWzzilkG2XBstoLtC0teUDC1MMTlhskjijW6aJgQuif/aO+fbd6IqJQYind6/5vokmVxGDlMjuhX2aicFFfLJ92w+81QXKcCmkSAAAAABJRU5ErkJggg==). Gradient Checking allows us to numerically evaluate the implementation of the function ![g(\theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABwAAAARCAMAAAD5TTx4AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u6qqqqIiIh2dnZUVFQQEBBERERmZmaYmJi6urrc3NwyMjLMzMw64mdPAAAAt0lEQVQYlW1RCQ7EIAhEEO/+/7vLgG00WdOU4RpGJDpP+gvjZI8KdzMy71x3vyaqsO3KTXezECmqhlyk3lhsWGWg5VG2KW07HZTrAVT82RKaafqkZWSpuNT+QmV6fGRpIlqC0MRLjUnANBFvfiV61BmtOwpprK0JuIU01iikoaEhdNoN+paBplTt25sTLKoxr4HVuMSe363qBi5Pxr1NDTPW6e2D2gxN0cN85BLE98wfHx/PhLX/AFEQA4rxeWdQAAAAAElFTkSuQmCC)and verify its correctness.  
We know the derivative of a function is given by  
![\frac {d}{d\theta}J(\theta) = lim->0 \frac {J(\theta +\epsilon) - J(\theta -\epsilon)} {2*\epsilon}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAANoAAAAXCAMAAABataGDAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8AAACqqqru7u52dnaYmJhmZmbc3NyIiIi6uro6OjpUVFQZGRnMzMykQXHSAAADCklEQVRYhe1X2XakIBDFYl/8/9+dWjAigpqke6Yf5p4Tj8JtqL0qSv3H30BMRikP9GZDt6f7hSv2mfzPUbRSKK/yRhlNC3bfW+GWPSbH8g5RvwmPQgAJlb1yK6201ne37DHZ59FdevD2RlgnMmkUOnlaEdVWY/F+5+/YY7LdXa9DWsTBRj4B90J37gFuoV39a/Ud+oBMDMlaiSJWTScREe7YA7IPNrWih7rNa0kr+uzDoYVe6JlPyfAEwe41gJIn8ZqKRmljTMI/DxmikuALhhAG7G2nIVdFD6mW2F2etaFzMJhVvCg6kH6ilGiGx0a+qKiVjkkiV5YQ4EuBxVG2zach+0y2RvmDcCWyUuw0tg3UUyZwj2st9AlDxyt2OoCjdyJoYytNDjbsg0MVHLLPZMwzG+K+6RdeZ10sPQuZIPdFqJEPtyJlJFrJRzAWb87jzNPmUMw8a7U0l6+2pbc2GxW6I/tM1iFa05wuSSmOTIFSicQ8NdFdXJTPr1SLVx8oaQteaGaXqpD3uyKrVtosNZOfxaFpJ+wxGTXm2F/5ubgQMqsK2ynuC1V6SrWobKanM9UU+SJI7VfFqaq1ZtBjm+hxkRqzJ+TNiKwKB4xjpdZh5yNIqiX2BcfmFsSQN/RGhCLxOlDtdVgayEpNNVZNpOTvOC3/nIqeXcttwBjpo1Nos8XknmvLy9FdSlWjdjX2UsxU1fgbtgjrAxLVQd2Cw3AUU5D/LH9OFGvKZKHXXooXggZImZ6xw2sp/dLW8aFTbTGzqMF6Y6lh61UcxpLi51g17w71n06Fq3HgC2DdzFgXwAGyTs8e+8WWF1L87dZOJtVckT083UwX0495HI1hmMne9TN6AJjVxANWuA7yCbCxDabncDTStIp8B1eT6DUo1cu8tY5vowGym54FB2XCD6Lh1SCvAakn0/0dZIA8Ts8V0MSUfhQ17wUVghywf+pnM6sMkDI994Ddjx/wHzlbWieq2TLd30EGyOP0/JGIEec47QCT7lnhqQNkNz1/IHwphboKR5KBB/8b/gEHSxOZG3zyUwAAAABJRU5ErkJggg==)  
**Note**: The above derivative is based on the 2 sided derivative. The 1-sided derivative  is given by ![\frac {d}{d\theta}J(\theta) = lim->0 \frac {J(\theta +\epsilon) - J(\theta)} {\epsilon}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMwAAAAXCAMAAABwBVAsAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8AAACqqqru7u6YmJh2dnZmZmbc3NyIiIg6Ojq6urpUVFQaGhrMzMwFE53VAAAC2UlEQVRYhe1X25brIAg1KF6T///dw8VUY2OmnbYz83D2Ws1KBHWDgNSY//gMckJjAvCbi4PMjgNH7Xvxr2O1xhBDE9Cg5QHXZBtcavfivH6a6AMIRAKYVAnGbzzS+9tfa3fiUM5WtydvH4TzStkSzRR4RI3Z0NH+Plxqd2LXDtTGtOgho34CyeKw0gF+Yal92WBPfmanQnJOI0WMsUkpwqX2Lg7RpZ5srLNlLFnDn+Mh97ALP8tdUD+C6FqucxIkGTMZjUXERL8ABbLRkIrIiCfaGnFq+SFlkhxJEP48k4LS5ItyAek7ZqgttGyWjVaz8TJJaRc9ZtkUhI5xWzfvXruKHZpwoLNmMUMORuyHOm8C/3BdhDHweXkjBwvg+Z0VLLqqpgujeB37ML7XrmLKFxdzUwyLjAt7x8+VjS69YwZGJMqcWeSXkAEd7VXOM8ii79cJYsfSbb65Xr330lmJ6rSr2MbssFtPk08PK0VOCSZ2d401gsQobFwptxA5+VbaAt1MPZa2VxZj1j7bcDItnzoTr8Vko8TwJs/Fx1jEONjn+RsqX06ZbFzhp8dqfLkIPXerFdWY3nB77gV7Xl527Yl4d5SQlzDwYsZ2ehMxNGWS+Fsibg9NKDtGt8FqZ8a8gqWDjtSUEWOUl3znaXGWlApyfFKkEfUmm8LiHmktZ5Y3YNiG873eMnISuXAFkm/Y42YMMzKArImegkyN5zNy8jkxpStpK7+OLF4CN2bap9KtarUw671LD5tqyZ/FAlUKx1em3fRQhBt9nhsT/KE686pwdSE/DWrMap8aqH7v8a2l2e3lfVJrDXuA6IFj8jxZ2rwcTzMyeByWiQCz+vU90EVz61O7bY6uneb/M7jq8N6yPjdmrU/tcKAfZynwQ9DO+QtoY9b61A7QRYp9byw8DftQ+6eNWe08B0A7q9/+V1o75y+gjVnrU/8oHqsS2pi1PvWvAuHrv0v/AJwnEeAgeHt9AAAAAElFTkSuQmCC)  
Gradient Checking is based on the 2-sided derivative because the error is of the order ![O(\epsilon^{2})](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACUAAAASCAMAAADrP+ckAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqIiIju7u4JCQk6Ojrc3NxmZmbMzMy6urqYmJh2dnZUVFQiIiK2u6sYAAAA00lEQVQokY1S2RLDIAgEvPDI//9uAXGiaTpTHjxgl2MV4LdhK/VnMPjOCCHeV4BG2Lpf+3LWAnAxUHZyYV0vg7W855VcUCbomgEasuSygwpqTtJjIm9WiX1PhWhbWkGrFd0j6TsJtVZgJQ1pKK0aXVDZUNlazFFszibDNkclQbBR0nJ54S4MV471gKZDJKJbJmAZa6GssqE4HqlMOB8Rr0UzxY+KgmALo2tn3adDWSBtk0uTF1ojTCEQt3ceAR5GL79g/ON6IyI+HKF/gwR2tg4qwQeiiAPX8t9HowAAAABJRU5ErkJggg==)as opposed ![O(\epsilon)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB8AAAARCAMAAAASeod7AAAAA3NCSVQICAjb4U/gAAAALVBMVEX///+IiIju7u6qqqoGBgbc3Nx2dnaYmJhmZmbMzMy6urpUVFQyMjJEREQiIiJDQ5l7AAAAtUlEQVQokWVRVxYEIQgDsbf7H3cBYcqOHz5IIAQF+JzwCaAglWxpvlBMVleb3FsLSrqV6qH3gXDwlepjUke5F56Moqg/2gGmw6ocDWHJjNo0ePB0xcx8WhKlHdw3hFhcjLmmxdMhypBiP3GTgHS7iIiq0Niy86uC8c0dQWdsHvu0vYFHOk/MNSXI3kL9L18SxUirhd/XkHXWI9Kp4/4C7+jPbPzTb+hdbJboCkP+0lxw/YAs9gPCCQNefTteLwAAAABJRU5ErkJggg==)for the 1-sided derivative.  
Hence Gradient Check uses the 2 sided derivative as follows.  
![g(\theta) = lim->0 \frac {J(\theta +\epsilon) - J(\theta -\epsilon)} {2*\epsilon}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAMoAAAAXCAMAAAB9GyBrAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8AAACqqqru7u52dnZmZmaYmJiIiIjc3Ny6urpUVFQ7OzsYGBjMzMztRGyRAAACyklEQVRYhe1Xi3LjIAy0hXjj///d0wPbYEOStml7N3M7E+KEBSQkLXhZ/uMdiBmpDcCPzvd9xg/ZY/KA/dMohhpxBxfkZ3f2bTBit+QWd/bPIhRqgI1IYbEbfbebawfsjtzhyjbDx2+Ds9UGQ1bmsOyubOhoeRvu7I5cMWRz9CjtgMPsLxN1sCv3mq+6a2WP6QPZOY6QumKymg53dkdWDNlOrM9mkc5rxFqYldv0qfz07ihaKZUs/y0RDSJm+gRIEBdNJo8Mf7AP8tnVsA8EMZ7HJfYpPhAFyJ9xQj2haSOvVJZNZslqR5IQy5og2bG4th4quyNXWwZslKCI77CvMYF9VfvgmvAaiVUssmIQMwxqRtRaQdniTqUquyPvdjdsoOqw1XTHbREP000lTnuoK0pJOQwR0NFSaVg5BnuxCZKaazz/2RoB7hQsDabryB2EDeRGwiVouD1Xglh1O4dO+8iesLE4bsGzmBRaAWer+NQYHsWV0iY2jofF4U5OyMo2HHKq4E1KZbXeJ9UH2IfZA9VaLpW4uMStxep7miedOwWiutK6bYZ7YMaaMiZXtpeUMmq5xN+qD9sowgItlSybLbm2ZyWkHZcthWKmrrwPCfXUEVdi9UtWncqx1JIc1SrLWKeYweCRY0etrG+HyhWkGoSYtHYYsGfMNcHIfPLFW0ov9Z3j4+Tn2JFWxgo/r3O3vwIu1+LrqUmNyTUX/CwLSCAcl5fZNCBiGf0cuhJsr8c8Kzw6fg+QrE42ZwoLUHiMirE75Hysrjoi8Eo8iKU2SDz9qE6Dvd1hPcBMhjrQXfdR0s4gAfeXPZhW/Qfw6CL3BFyqZX60zUbpwd7bfvXsNyAvAeyO3n6fAO0uq/2NzLyUBd8Lugub5On8Mi/d+RzCsf/Q5MOvv2HWrTWZRVVvv/8sYqR7kbFARfOaUPy1CKUUuUFzqiA8fzf6A8IuEUUSAwazAAAAAElFTkSuQmCC)

In Gradient Check the following is done  
A) Run one normal cycle of your implementation by doing the following  
a) Compute the output activation by running 1 cycle of forward propagation  
b) Compute the cost using the output activation  
c) Compute the gradients using backpropation (grad)

B) Perform gradient check steps as below  
a) Set ![\theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAALVBMVEXu7u7///9ERESIiIiYmJhmZmYQEBB2dnYAAAAsLCxUVFSqqqrc3Ny6urrMzMy1Q8nzAAAASklEQVQImR2MSQrAMBDDrMmk2fv/59bpwSCQkQCVlcgQIi60AnMbHi+WyLAdrxg26hK9ljIftLtNbegM/r/OhFV9k1suOpjZbv4DQsgBQbPYNxkAAAAASUVORK5CYII=). Flatten all ‘weights’ and ‘bias’ matrices and vectors to a column vector.  
b) Initialize ![\theta+](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOCAMAAAAYGszCAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVmZmb////u7u5EREQJCQmIiIiqqqrc3NyYmJgqKip2dnZUVFS6urrMzMwmLYOiAAAAZUlEQVQYlWWPjQoAIQiDnWVlde//uqfEdf0IDvaxIRIAllSwDtkGRjhhFaDlYfMHI1s4/UXX4lV9dqjWZk+vMJJIi9hgdk/V1kddEnXFuLUmewMSYYccwIEPiFLqZBNeX19wvPkCO9oCA3CMyJIAAAAASUVORK5CYII=)by bumping up ![\theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAALVBMVEXu7u7///9ERESIiIiYmJhmZmYQEBB2dnYAAAAsLCxUVFSqqqrc3Ny6urrMzMy1Q8nzAAAASklEQVQImR2MSQrAMBDDrMmk2fv/59bpwSCQkQCVlcgQIi60AnMbHi+WyLAdrxg26hK9ljIftLtNbegM/r/OhFV9k1suOpjZbv4DQsgBQbPYNxkAAAAASUVORK5CYII=)by adding ![\epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAICAMAAAAC2hU0AAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6IiIj///+qqqp2dnbc3NwAAAAZGRm6urpEREQyMjKYmJjMzMyHXs6AAAAAL0lEQVQImSXHyQ0AIAwEsd2BhLP/ekHwsixQtRHRxA1z8UzbQrvxrvwy4qtaSucAFIkAqCd68BwAAAAASUVORK5CYII=)(![\theta + \epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACMAAAAOCAMAAACSNVWDAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmbu7u6IiIgICAhERESqqqrc3NwqKip2dnaYmJhUVFS6urrMzMz5Y4X5AAAAgklEQVQYlYWRiwoFIQhEJ+2h1f7/794kobsk7BCCeZjUAIC4dnyoEMoHogyMdvIWMJmWVT15upFu78gTM6TMVl6BzCtgmuz7nJhHRsjInrdZOamXTWJh95eZeTlN8bYDn8ft5wDqa5STkDNU1qGYQfFd9a4v5J8hrXUiULDDS9df/ADW8AHV6g0O+AAAAABJRU5ErkJggg==))  
c) Perform forward propagation with ![\theta+](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOCAMAAAAYGszCAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVmZmb////u7u5EREQJCQmIiIiqqqrc3NyYmJgqKip2dnZUVFS6urrMzMwmLYOiAAAAZUlEQVQYlWWPjQoAIQiDnWVlde//uqfEdf0IDvaxIRIAllSwDtkGRjhhFaDlYfMHI1s4/UXX4lV9dqjWZk+vMJJIi9hgdk/V1kddEnXFuLUmewMSYYccwIEPiFLqZBNeX19wvPkCO9oCA3CMyJIAAAAASUVORK5CYII=)  
d) Compute cost with ![\theta+](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAOCAMAAAAYGszCAAAAA3NCSVQICAjb4U/gAAAAKlBMVEVmZmb////u7u5EREQJCQmIiIiqqqrc3NyYmJgqKip2dnZUVFS6urrMzMwmLYOiAAAAZUlEQVQYlWWPjQoAIQiDnWVlde//uqfEdf0IDvaxIRIAllSwDtkGRjhhFaDlYfMHI1s4/UXX4lV9dqjWZk+vMJJIi9hgdk/V1kddEnXFuLUmewMSYYccwIEPiFLqZBNeX19wvPkCO9oCA3CMyJIAAAAASUVORK5CYII=)i.e. ![J(\theta+)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAARCAMAAACcoM4HAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///9mZmbu7u6IiIiqqqrc3NwsLCx2dnYICAhERERUVFSYmJi6urrMzMwP8vmcAAAAy0lEQVQokW1SCxaEIAhEwC92/+sukLam8Yr4jONIArwM4dueOlIt2bJ8Zyw7lOI/TObFCxWhHrThiarxRc8zAbRJ8pB1mlHpBvJGUSWVD7I0F1v/zsQ2T9cBbaMkhoquMOlOWPCAylDQrHR5vQSiVs7TcB5SeSbRUMGiYJbMufCrLVId2tM42c7ag8u8p+rrujr+AxYBBEqPyUalH3NVH/yAkkBkDmMOPgGRvFyEZViv60Eddlug78aWwvJjdxrmHToN817h+IUzUn1/n8kDrpzUM6QAAAAASUVORK5CYII=)  
e) Initialize  ![\theta-](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAMCAMAAABV0m3JAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///9UVFTu7u5EREQJCQmIiIiqqqqYmJhmZmZ2dnbMzMzc3NwyMjK6uroiIiI942bjAAAAVUlEQVQImV2OWwrAMAgEV42JefX+x42BFqqLPw6zKACw1oYcYUhmXQGaCRZ2uUbWbvUZES5v87VD21SpRDbvbh2o9GVgr/fWP5tcsvQQi08S/aXWMzuUZgE1rp5CYgAAAABJRU5ErkJggg==)by bumping down ![\theta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAgAAAAMCAMAAABoQAyvAAAAA3NCSVQICAjb4U/gAAAALVBMVEXu7u7///9ERESIiIiYmJhmZmYQEBB2dnYAAAAsLCxUVFSqqqrc3Ny6urrMzMy1Q8nzAAAASklEQVQImR2MSQrAMBDDrMmk2fv/59bpwSCQkQCVlcgQIi60AnMbHi+WyLAdrxg26hK9ljIftLtNbegM/r/OhFV9k1suOpjZbv4DQsgBQbPYNxkAAAAASUVORK5CYII=)by subtracting ![\epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAICAMAAAAC2hU0AAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6IiIj///+qqqp2dnbc3NwAAAAZGRm6urpEREQyMjKYmJjMzMyHXs6AAAAAL0lEQVQImSXHyQ0AIAwEsd2BhLP/ekHwsixQtRHRxA1z8UzbQrvxrvwy4qtaSucAFIkAqCd68BwAAAAASUVORK5CYII=)![(\theta - \epsilon)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAC4AAAARCAMAAACVS259AAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u5UVFSIiIiqqqp2dnbc3NwICAhERESYmJguLi66urpmZmbMzMwoTt4zAAAAuklEQVQokY1SWxLEIAhDAd/e/7oLVP3YWepmFGob04gACAL8g81iWyDVdzomS9VSCVAu8kNDssgIENM7vaMSjZTFWaGLfFsTqhpp06EFRhWGOCGZ4ybLkJ0KpbY+VIRp1vNAjNnzsEtGrEP2K3Pwehk3lrmMiKY/40PvbZ32F+b5ax+6Q7IEGt5BD50QggqHIsNthbLvA+UQVpla2W+cwERdH6JwsLu8b8QT/sEjTLe7P56eTJfW2uIyP0ocAzGtMj+pAAAAAElFTkSuQmCC)  
f) Perform forward propagation with ![\theta-](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAMCAMAAABV0m3JAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///9UVFTu7u5EREQJCQmIiIiqqqqYmJhmZmZ2dnbMzMzc3NwyMjK6uroiIiI942bjAAAAVUlEQVQImV2OWwrAMAgEV42JefX+x42BFqqLPw6zKACw1oYcYUhmXQGaCRZ2uUbWbvUZES5v87VD21SpRDbvbh2o9GVgr/fWP5tcsvQQi08S/aXWMzuUZgE1rp5CYgAAAABJRU5ErkJggg==)  
g) Compute cost with ![\theta-](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAABQAAAAMCAMAAABV0m3JAAAAA3NCSVQICAjb4U/gAAAALVBMVEX///9UVFTu7u5EREQJCQmIiIiqqqqYmJhmZmZ2dnbMzMzc3NwyMjK6uroiIiI942bjAAAAVUlEQVQImV2OWwrAMAgEV42JefX+x42BFqqLPw6zKACw1oYcYUhmXQGaCRZ2uUbWbvUZES5v87VD21SpRDbvbh2o9GVgr/fWP5tcsvQQi08S/aXWMzuUZgE1rp5CYgAAAABJRU5ErkJggg==)i.e.  ![J(\theta-)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACoAAAARCAMAAACcoM4HAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX////u7u5UVFSIiIiqqqrc3Nx2dnYtLS0ICAhmZmZERESYmJi6urrMzMyqE2ImAAAAxElEQVQokX1SCxaEIAhEwS92/+uuENYWvniFgBNMowAPC7C3qx6w1yxZPjPiNxTTHRbxrIUeoLu27Yq69EuaZwSI6Q0duKI6BKSAOpl0cm2LrUn2z4xleDkcNFqJBZWUYZmTQvVKsDGIwvJQqrUhxuqQQNmo0kqSoJpEFJfp6CP+UVXoKPZnToKmNE9V9bsxHTWPBEJoBKGIVHMR1+ezO15kSETNdFAFmPP2IsRHFccOs6Cf6Vcb8udpFvK7Qu6arKbz/QGh3QOhE9AHuwAAAABJRU5ErkJggg==)  
h) Compute ![\frac {d} {d\theta} J(\theta)](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAACsAAAAUCAMAAAAjrzSKAAAAA3NCSVQICAjb4U/gAAAALVBMVEX////u7u6YmJiIiIgFBQXc3Nx2dnaqqqq6urpUVFREREQyMjJmZmYiIiLMzMyxzZOIAAABD0lEQVQokY1SWxaFIAhEUPGV+1/uRbDS6uNyOkoy4AgDYJYO+NtC/jp1Hx4A4n1MxUeNRftliVE4ixLWsCRStXw9Kw6KbG0WktBGt2jBoOFIAFmSEll+hFBWrE+K0rJe2BQWp55ckdLyTq9sNYijyNFlyd3YJ4wLFpWQXVXlaqe5SPBhWYl2XX0jyn54HL+wnq9YGLCmqJ7BL7bRVWyq83nitkdJrFd3+5hkkoUNxMZ3iCEp98bgDnvm6Dq4Ip/Nl2yyIoYQYcw1MLc+7yjWzzilkG2XBstoLtC0teUDC1MMTlhskjijW6aJgQuif/aO+fbd6IqJQYind6/5vokmVxGDlMjuhX2aicFFfLJ92w+81QXKcCmkSAAAAABJRU5ErkJggg==)or ‘gradapprox’ as![\frac {J(\theta+) - J(\theta-) } {2\epsilon} ](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAEkAAAAXCAMAAABwKZJpAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///8AAACqqqp2dnbu7u6YmJhmZmbc3NwZGRmIiIjMzMw6Ojq6urpUVFSMuzIOAAABBUlEQVQ4ja2UjQ6DIAyEb7QFBHz/112rbAMkcz9eYoT65doSKnCpSiYgOFvJ8ozyMuXeg5GBDSKQLiFbNLnRyrgOxACGCDjbrQE+6bsm8YORcT2IARS/b1jJHBqn0DsZ14MYQK9pVkuXRSztw0mG9vxWTgtiAK39bAaCQkxEWZ+wN7KQaXkd0xNsPm0dIyLlCmhg5bam5igeXA+iBZ3zXFtlkr3h6kQtXbkexARM0myq04qJOhAzkA7fSzqEPgJ5zMWHi/kl+LNuV+niut7IiS+XGOmUczzHPlDReY3zy/CDtKZEwufgmfQHwPl/m33M3er+P/ZSkII7DsjXCjFGvXPkzgfiDpeoBj1mTnKTAAAAAElFTkSuQmCC)using the 2 sided derivative.  
i) Compute L2norm or the Euclidean distance between ‘grad’ and ‘gradapprox’. If the  
diference is of the order of ![10^{-5}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAOCAMAAAAPOFwLAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqp0dHQyMjIAAACIiIiYmJi6uroQEBDc3NzMzMzu7u4iIiJJSUnsjAAVAAAAeklEQVQYlX2QURKAIAhEAQWV9P7XDXRqLDN+YOYtsACwi6ZKWwgQcjt+MI50SOuZRXjGhCIAKhw6NZZey6pPx46zl9Fk5MGAJg164RJdE9PdqVZWuHDqOONkDam8cJWPC6buHV52PzHkMpwvIeNum4vrkwuHSG6Y8YOe5K0CFQhSQlMAAAAASUVORK5CYII=)or ![10^{-7}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAOCAMAAAAPOFwLAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqIiIgAAAAyMjKYmJh2dna6urra2toQEBDu7u5gYGAiIiJERER89GV8AAAAdElEQVQYlXXP0RbAEAgAUJVUbP//uyse2EwvOLdSKZ2i1SN5KJkRHlm8mP2sfPc3Mn+S2TOUMXd1k/ZqP7Khs8Uk5GklIqTIZKW4kizVl06WzgYL5/rli/cV1uoT//y9cjIdk2/BY2/vC21DxUwlBkaAsukDzmACB+KSrz4AAAAASUVORK5CYII=)the implementation is correct. In the [Deep Learning Specialization](https://www.coursera.org/specializations/deep-learning) Prof Andrew Ng mentions that if the difference is of the order of ![10^{-7}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAOCAMAAAAPOFwLAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqqIiIgAAAAyMjKYmJh2dna6urra2toQEBDu7u5gYGAiIiJERER89GV8AAAAdElEQVQYlXXP0RbAEAgAUJVUbP//uyse2EwvOLdSKZ2i1SN5KJkRHlm8mP2sfPc3Mn+S2TOUMXd1k/ZqP7Khs8Uk5GklIqTIZKW4kizVl06WzgYL5/rli/cV1uoT//y9cjIdk2/BY2/vC21DxUwlBkaAsukDzmACB+KSrz4AAAAASUVORK5CYII=)then the implementation is correct. A difference of ![10^{-5}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAB4AAAAOCAMAAAAPOFwLAAAAA3NCSVQICAjb4U/gAAAAKlBMVEX///+qqqp0dHQyMjIAAACIiIiYmJi6uroQEBDc3NzMzMzu7u4iIiJJSUnsjAAVAAAAeklEQVQYlX2QURKAIAhEAQWV9P7XDXRqLDN+YOYtsACwi6ZKWwgQcjt+MI50SOuZRXjGhCIAKhw6NZZey6pPx46zl9Fk5MGAJg164RJdE9PdqVZWuHDqOONkDam8cJWPC6buHV52PzHkMpwvIeNum4vrkwuHSG6Y8YOe5K0CFQhSQlMAAAAASUVORK5CYII=)is also ok. Anything more than that is a cause of worry and you should look at your code more closely. To see more details click [Gradient checking and advanced optimization](http://ufldl.stanford.edu/wiki/index.php/Gradient_checking_and_advanced_optimization)

After spending a better part of 3 days, I now realize how critical Gradient Check is for ensuring the correctness of you implementation. Initially I was getting very high difference and did not know how to understand the results or debug my implementation. After many hours of staring at the results, I  was able to finally arrive at a way, to localize issues in the implementation. In fact, I did catch a small bug in my Python code, which did not exist in the R and Octave implementations. I will demonstrate this below

**1.1a Gradient Check – Sigmoid Activation – Python**

import numpy as np

import matplotlib

exec(open("DLfunctions8.py").read())

exec(open("testcases.py").read())

#Load the data

train\_X, train\_Y, test\_X, test\_Y = load\_dataset()

#Set layer dimensions

layersDimensions = [2,4,1]

parameters = initializeDeepModel(layersDimensions)

#Perform forward prop

AL, caches, dropoutMat = forwardPropagationDeep(train\_X, parameters, keep\_prob=1, hiddenActivationFunc="relu",outputActivationFunc="sigmoid")

#Compute cost

cost = computeCost(AL, train\_Y, outputActivationFunc="sigmoid")

print("cost=",cost)

#Perform backprop and get gradients

gradients = backwardPropagationDeep(AL, train\_Y, caches, dropoutMat, lambd=0, keep\_prob=1, hiddenActivationFunc="relu",outputActivationFunc="sigmoid")

epsilon = 1e-7

outputActivationFunc="sigmoid"

# Set-up variables

# Flatten parameters to a vector

parameters\_values, \_ = dictionary\_to\_vector(parameters)

#Flatten gradients to a vector

grad = gradients\_to\_vector(parameters,gradients)

num\_parameters = parameters\_values.shape[0]

#Initialize

J\_plus = np.zeros((num\_parameters, 1))

J\_minus = np.zeros((num\_parameters, 1))

gradapprox = np.zeros((num\_parameters, 1))

# Compute gradapprox using 2 sided derivative

for i in range(num\_parameters):

# Compute J\_plus[i].

thetaplus = np.copy(parameters\_values)

thetaplus[i][0] = thetaplus[i][0] + epsilon

AL, caches, dropoutMat = forwardPropagationDeep(train\_X, vector\_to\_dictionary(parameters,thetaplus), keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc=outputActivationFunc)

J\_plus[i] = computeCost(AL, train\_Y, outputActivationFunc=outputActivationFunc)

# Compute J\_minus[i].

thetaminus = np.copy(parameters\_values)

thetaminus[i][0] = thetaminus[i][0] - epsilon

AL, caches, dropoutMat = forwardPropagationDeep(train\_X, vector\_to\_dictionary(parameters,thetaminus), keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc=outputActivationFunc)

J\_minus[i] = computeCost(AL, train\_Y, outputActivationFunc=outputActivationFunc)

# Compute gradapprox[i]

gradapprox[i] = (J\_plus[i] - J\_minus[i])/(2\*epsilon)

# Compare gradapprox to backward propagation gradients by computing difference.

numerator = np.linalg.norm(grad-gradapprox)

denominator = np.linalg.norm(grad) + np.linalg.norm(gradapprox)

difference = numerator/denominator

#Check the difference

if difference > 1e-5:

print ("\033[93m" + "There is a mistake in the backward propagation! difference = " + str(difference) + "\033[0m")

else:

print ("\033[92m" + "Your backward propagation works perfectly fine! difference = " + str(difference) + "\033[0m")

print(difference)

print("\n")

# The technique below can be used to identify

# which of the parameters are in error

# Covert grad to dictionary

m=vector\_to\_dictionary2(parameters,grad)

print("Gradients from backprop")

print(m)

print("\n")

# Convert gradapprox to dictionary

n=vector\_to\_dictionary2(parameters,gradapprox)

print("Gradapprox from gradient check")

print(n)

## (300, 2)

## (300,)

## cost= 0.6931455556341791

## [92mYour backward propagation works perfectly fine! difference = 1.1604150683743381e-06[0m

## 1.1604150683743381e-06

##

##

## Gradients from backprop

## {'dW1': array([[-6.19439955e-06, -2.06438046e-06],

## [-1.50165447e-05, 7.50401672e-05],

## [ 1.33435433e-04, 1.74112143e-04],

## [-3.40909024e-05, -1.38363681e-04]]), 'db1': array([[ 7.31333221e-07],

## [ 7.98425950e-06],

## [ 8.15002817e-08],

## [-5.69821155e-08]]), 'dW2': array([[2.73416304e-04, 2.96061451e-04, 7.51837363e-05, 1.01257729e-04]]), 'db2': array([[-7.22232235e-06]])}

##

##

## Gradapprox from gradient check

## {'dW1': array([[-6.19448937e-06, -2.06501483e-06],

## [-1.50168766e-05, 7.50399742e-05],

## [ 1.33435485e-04, 1.74112391e-04],

## [-3.40910633e-05, -1.38363765e-04]]), 'db1': array([[ 7.31081862e-07],

## [ 7.98472399e-06],

## [ 8.16013923e-08],

## [-5.71764858e-08]]), 'dW2': array([[2.73416290e-04, 2.96061509e-04, 7.51831930e-05, 1.01257891e-04]]), 'db2': array([[-7.22255589e-06]])}

**1.1b Gradient Check – Softmax Activation – Python (Error!!)**

In the code below I show, how I managed to spot a bug in your implementation

import numpy as np

exec(open("DLfunctions8.py").read())

N = 100 # number of points per class

D = 2 # dimensionality

K = 3 # number of classes

X = np.zeros((N\*K,D)) # data matrix (each row = single example)

y = np.zeros(N\*K, dtype='uint8') # class labels

for j in range(K):

ix = range(N\*j,N\*(j+1))

r = np.linspace(0.0,1,N) # radius

t = np.linspace(j\*4,(j+1)\*4,N) + np.random.randn(N)\*0.2 # theta

X[ix] = np.c\_[r\*np.sin(t), r\*np.cos(t)]

y[ix] = j

# Plot the data

#plt.scatter(X[:, 0], X[:, 1], c=y, s=40, cmap=plt.cm.Spectral)

layersDimensions = [2,3,3]

y1=y.reshape(-1,1).T

train\_X=X.T

train\_Y=y1

parameters = initializeDeepModel(layersDimensions)

#Compute forward prop

AL, caches, dropoutMat = forwardPropagationDeep(train\_X, parameters, keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc="softmax")

#Compute cost

cost = computeCost(AL, train\_Y, outputActivationFunc="softmax")

print("cost=",cost)

#Compute gradients from backprop

gradients = backwardPropagationDeep(AL, train\_Y, caches, dropoutMat, lambd=0, keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc="softmax")

# Note the transpose of the gradients for Softmax has to be taken

L= len(parameters)//2

print(L)

gradients['dW'+str(L)]=gradients['dW'+str(L)].T

gradients['db'+str(L)]=gradients['db'+str(L)].T

# Perform gradient check

gradient\_check\_n(parameters, gradients, train\_X, train\_Y, epsilon = 1e-7,outputActivationFunc="softmax")

cost= 1.0986187818144022

2

There is a mistake in the backward propagation! difference = 0.7100295155692544

0.7100295155692544

Gradients from backprop

{'dW1': array([[ 0.00050125, 0.00045194],

[ 0.00096392, 0.00039641],

[-0.00014276, -0.00045639]]), 'db1': array([[ 0.00070082],

[-0.00224399],

[ 0.00052305]]), 'dW2': array([[-8.40953794e-05, -9.52657769e-04, -1.10269379e-04],

[-7.45469382e-04, 9.49795606e-04, 2.29045434e-04],

[ 8.29564761e-04, 2.86216305e-06, -1.18776055e-04]]),

'db2': array([[**-0.00253808**],

[**-0.00505508**],

[ **0.00759315**]])}

Gradapprox from gradient check

{'dW1': array([[ 0.00050125, 0.00045194],

[ 0.00096392, 0.00039641],

[-0.00014276, -0.00045639]]), 'db1': array([[ 0.00070082],

[-0.00224399],

[ 0.00052305]]), 'dW2': array([[-8.40960634e-05, -9.52657953e-04, -1.10268461e-04],

[-7.45469242e-04, 9.49796908e-04, 2.29045671e-04],

[ 8.29565305e-04, 2.86104473e-06, -1.18776100e-04]]),

'db2': array([[-8.46211989e-06],

[-1.68487446e-05],

[ 2.53108645e-05]])}

Gradient Check gives a high value of the difference of 0.7100295. Inspecting the Gradients and Gradapprox we can see there is a very big discrepancy in db2. After I went over my code I discovered that I my computation in the function layerActivationBackward for Softmax was

# Erroneous code

if activationFunc == 'softmax':

dW = 1/numtraining \* np.dot(A\_prev,dZ)

db = np.sum(dZ, axis=0, keepdims=True)

dA\_prev = np.dot(dZ,W)

instead of

# Fixed code

if activationFunc == 'softmax':

dW = 1/numtraining \* np.dot(A\_prev,dZ)

db = **1/numtraining** \* np.sum(dZ, axis=0, keepdims=True)

dA\_prev = np.dot(dZ,W)

After fixing this error when I ran Gradient Check I get

**1.1c Gradient Check – Softmax Activation – Python (Corrected!!)**

import numpy as np

exec(open("DLfunctions8.py").read())

N = 100 # number of points per class

D = 2 # dimensionality

K = 3 # number of classes

X = np.zeros((N\*K,D)) # data matrix (each row = single example)

y = np.zeros(N\*K, dtype='uint8') # class labels

for j in range(K):

ix = range(N\*j,N\*(j+1))

r = np.linspace(0.0,1,N) # radius

t = np.linspace(j\*4,(j+1)\*4,N) + np.random.randn(N)\*0.2 # theta

X[ix] = np.c\_[r\*np.sin(t), r\*np.cos(t)]

y[ix] = j

# Plot the data

#plt.scatter(X[:, 0], X[:, 1], c=y, s=40, cmap=plt.cm.Spectral)

layersDimensions = [2,3,3]

y1=y.reshape(-1,1).T

train\_X=X.T

train\_Y=y1

#Set layer dimensions

parameters = initializeDeepModel(layersDimensions)

#Perform forward prop

AL, caches, dropoutMat = forwardPropagationDeep(train\_X, parameters, keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc="softmax")

#Compute cost

cost = computeCost(AL, train\_Y, outputActivationFunc="softmax")

print("cost=",cost)

#Compute gradients from backprop

gradients = backwardPropagationDeep(AL, train\_Y, caches, dropoutMat, lambd=0, keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc="softmax")

# Note the transpose of the gradients for Softmax has to be taken

L= len(parameters)//2

print(L)

gradients['dW'+str(L)]=gradients['dW'+str(L)].T

gradients['db'+str(L)]=gradients['db'+str(L)].T

#Perform gradient check

gradient\_check\_n(parameters, gradients, train\_X, train\_Y, epsilon = 1e-7,outputActivationFunc="softmax")

## cost= 1.0986193170234435

## 2

## [92mYour backward propagation works perfectly fine! difference = 5.268804859613151e-07[0m

## 5.268804859613151e-07

##

##

## Gradients from backprop

## {'dW1': array([[ 0.00053206, 0.00038987],

## [ 0.00093941, 0.00038077],

## [-0.00012177, -0.0004692 ]]), 'db1': array([[ 0.00072662],

## [-0.00210198],

## [ 0.00046741]]), 'dW2': array([[-7.83441270e-05, -9.70179498e-04, -1.08715815e-04],

## [-7.70175008e-04, 9.54478237e-04, 2.27690198e-04],

## [ 8.48519135e-04, 1.57012608e-05, -1.18974383e-04]]), 'db2': array([[-8.52190476e-06],

## [-1.69954294e-05],

## [ 2.55173342e-05]])}

##

##

## Gradapprox from gradient check

## {'dW1': array([[ 0.00053206, 0.00038987],

## [ 0.00093941, 0.00038077],

## [-0.00012177, -0.0004692 ]]), 'db1': array([[ 0.00072662],

## [-0.00210198],

## [ 0.00046741]]), 'dW2': array([[-7.83439980e-05, -9.70180603e-04, -1.08716369e-04],

## [-7.70173925e-04, 9.54478718e-04, 2.27690089e-04],

## [ 8.48520143e-04, 1.57018842e-05, -1.18973720e-04]]), 'db2': array([[-8.52096171e-06],

## [-1.69964043e-05],

## [ 2.55162558e-05]])}

**1.2a Gradient Check – Sigmoid Activation – R**

source("DLfunctions8.R")

z <- as.matrix(read.csv("circles.csv",header=FALSE))

x <- z[,1:2]

y <- z[,3]

X <- t(x)

Y <- t(y)

#Set layer dimensions

layersDimensions = c(2,5,1)

parameters = initializeDeepModel(layersDimensions)

#Perform forward prop

retvals = forwardPropagationDeep(X, parameters,keep\_prob=1, hiddenActivationFunc="relu",

outputActivationFunc="sigmoid")

AL <- retvals[['AL']]

caches <- retvals[['caches']]

dropoutMat <- retvals[['dropoutMat']]

#Compute cost

cost <- computeCost(AL, Y,outputActivationFunc="sigmoid",

numClasses=layersDimensions[length(layersDimensions)])

print(cost)

## [1] 0.6931447

# Backward propagation.

gradients = backwardPropagationDeep(AL, Y, caches, dropoutMat, lambd=0, keep\_prob=1, hiddenActivationFunc="relu",

outputActivationFunc="sigmoid",numClasses=layersDimensions[length(layersDimensions)])

epsilon = 1e-07

outputActivationFunc="sigmoid"

#Convert parameter list to vector

parameters\_values = list\_to\_vector(parameters)

#Convert gradient list to vector

grad = gradients\_to\_vector(parameters,gradients)

num\_parameters = dim(parameters\_values)[1]

#Initialize

J\_plus = matrix(rep(0,num\_parameters),

nrow=num\_parameters,ncol=1)

J\_minus = matrix(rep(0,num\_parameters),

nrow=num\_parameters,ncol=1)

gradapprox = matrix(rep(0,num\_parameters),

nrow=num\_parameters,ncol=1)

# Compute gradapprox

for(i in 1:num\_parameters){

# Compute J\_plus[i].

thetaplus = parameters\_values

thetaplus[i][1] = thetaplus[i][1] + epsilon

retvals = forwardPropagationDeep(X, vector\_to\_list(parameters,thetaplus), keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc=outputActivationFunc)

AL <- retvals[['AL']]

J\_plus[i] = computeCost(AL, Y, outputActivationFunc=outputActivationFunc)

# Compute J\_minus[i].

thetaminus = parameters\_values

thetaminus[i][1] = thetaminus[i][1] - epsilon

retvals = forwardPropagationDeep(X, vector\_to\_list(parameters,thetaminus), keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc=outputActivationFunc)

AL <- retvals[['AL']]

J\_minus[i] = computeCost(AL, Y, outputActivationFunc=outputActivationFunc)

# Compute gradapprox[i]

gradapprox[i] = (J\_plus[i] - J\_minus[i])/(2\*epsilon)

}

# Compare gradapprox to backward propagation gradients by computing difference.

#Compute L2Norm

numerator = L2NormVec(grad-gradapprox)

denominator = L2NormVec(grad) + L2NormVec(gradapprox)

difference = numerator/denominator

if(difference > 1e-5){

cat("There is a mistake, the difference is too high",difference)

} else{

cat("The implementations works perfectly", difference)

}

## The implementations works perfectly 1.279911e-06

# This can be used to check

print("Gradients from backprop")

## [1] "Gradients from backprop"

vector\_to\_list2(parameters,grad)

## $dW1

## [,1] [,2]

## [1,] -7.641588e-05 -3.427989e-07

## [2,] -9.049683e-06 6.906304e-05

## [3,] 3.401039e-06 -1.503914e-04

## [4,] 1.535226e-04 -1.686402e-04

## [5,] -6.029292e-05 -2.715648e-04

##

## $db1

## [,1]

## [1,] 6.930318e-06

## [2,] -3.283117e-05

## [3,] 1.310647e-05

## [4,] -3.454308e-05

## [5,] -2.331729e-08

##

## $dW2

## [,1] [,2] [,3] [,4] [,5]

## [1,] 0.0001612356 0.0001113475 0.0002435824 0.000362149 2.874116e-05

##

## $db2

## [,1]

## [1,] -1.16364e-05

print("Grad approx from gradient check")

## [1] "Grad approx from gradient check"

vector\_to\_list2(parameters,gradapprox)

## $dW1

## [,1] [,2]

## [1,] -7.641554e-05 -3.430589e-07

## [2,] -9.049428e-06 6.906253e-05

## [3,] 3.401168e-06 -1.503919e-04

## [4,] 1.535228e-04 -1.686401e-04

## [5,] -6.029288e-05 -2.715650e-04

##

## $db1

## [,1]

## [1,] 6.930012e-06

## [2,] -3.283096e-05

## [3,] 1.310618e-05

## [4,] -3.454237e-05

## [5,] -2.275957e-08

##

## $dW2

## [,1] [,2] [,3] [,4] [,5]

## [1,] 0.0001612355 0.0001113476 0.0002435829 0.0003621486 2.87409e-05

##

## $db2

## [,1]

## [1,] -1.16368e-05

**1.2b Gradient Check – Softmax Activation – R**

source("DLfunctions8.R")

Z <- as.matrix(read.csv("spiral.csv",header=FALSE))

# Setup the data

X <- Z[,1:2]

y <- Z[,3]

X <- t(X)

Y <- t(y)

layersDimensions = c(2, 3, 3)

parameters = initializeDeepModel(layersDimensions)

#Perform forward prop

retvals = forwardPropagationDeep(X, parameters,keep\_prob=1, hiddenActivationFunc="relu",

outputActivationFunc="softmax")

AL <- retvals[['AL']]

caches <- retvals[['caches']]

dropoutMat <- retvals[['dropoutMat']]

#Compute cost

cost <- computeCost(AL, Y,outputActivationFunc="softmax",

numClasses=layersDimensions[length(layersDimensions)])

print(cost)

## [1] 1.098618

# Backward propagation.

gradients = backwardPropagationDeep(AL, Y, caches, dropoutMat, lambd=0, keep\_prob=1, hiddenActivationFunc="relu",

outputActivationFunc="softmax",numClasses=layersDimensions[length(layersDimensions)])

# Need to take transpose of the last layer for Softmax

L=length(parameters)/2

gradients[[paste('dW',L,sep="")]]=t(gradients[[paste('dW',L,sep="")]])

gradients[[paste('db',L,sep="")]]=t(gradients[[paste('db',L,sep="")]])

#Perform gradient check

gradient\_check\_n(parameters, gradients, X, Y,

epsilon = 1e-7,outputActivationFunc="softmax")

## The implementations works perfectly 3.903011e-07[1] "Gradients from backprop"

## $dW1

## [,1] [,2]

## [1,] 0.0007962367 -0.0001907606

## [2,] 0.0004444254 0.0010354412

## [3,] 0.0003078611 0.0007591255

##

## $db1

## [,1]

## [1,] -0.0017305136

## [2,] 0.0005393734

## [3,] 0.0012484550

##

## $dW2

## [,1] [,2] [,3]

## [1,] -3.515627e-04 7.487283e-04 -3.971656e-04

## [2,] -6.381521e-05 -1.257328e-06 6.507254e-05

## [3,] -1.719479e-04 -4.857264e-04 6.576743e-04

##

## $db2

## [,1]

## [1,] -5.536383e-06

## [2,] -1.824656e-05

## [3,] 2.378295e-05

##

## [1] "Grad approx from gradient check"

## $dW1

## [,1] [,2]

## [1,] 0.0007962364 -0.0001907607

## [2,] 0.0004444256 0.0010354406

## [3,] 0.0003078615 0.0007591250

##

## $db1

## [,1]

## [1,] -0.0017305135

## [2,] 0.0005393741

## [3,] 0.0012484547

##

## $dW2

## [,1] [,2] [,3]

## [1,] -3.515632e-04 7.487277e-04 -3.971656e-04

## [2,] -6.381451e-05 -1.257883e-06 6.507239e-05

## [3,] -1.719469e-04 -4.857270e-04 6.576739e-04

##

## $db2

## [,1]

## [1,] -5.536682e-06

## [2,] -1.824652e-05

## [3,] 2.378209e-05

**1.3a Gradient Check – Sigmoid Activation – Octave**

source("DL8functions.m")

################## Circles

data=csvread("circles.csv");

X=data(:,1:2);

Y=data(:,3);

#Set layer dimensions

layersDimensions = [2 5 1]; #tanh=-0.5(ok), #relu=0.1 best!

[weights biases] = initializeDeepModel(layersDimensions);

#Perform forward prop

[AL forward\_caches activation\_caches droputMat] = forwardPropagationDeep(X', weights, biases,keep\_prob=1,

hiddenActivationFunc="relu", outputActivationFunc="sigmoid");

#Compute cost

cost = computeCost(AL, Y',outputActivationFunc=outputActivationFunc,numClasses=layersDimensions(size(layersDimensions)(2)));

disp(cost);

#Compute gradients from cost

[gradsDA gradsDW gradsDB] = backwardPropagationDeep(AL, Y', activation\_caches,forward\_caches, droputMat, lambd=0, keep\_prob=1,

hiddenActivationFunc="relu", outputActivationFunc="sigmoid",

numClasses=layersDimensions(size(layersDimensions)(2)));

epsilon = 1e-07;

outputActivationFunc="sigmoid";

# Convert paramter cell array to vector

parameters\_values = cellArray\_to\_vector(weights, biases);

#Convert gradient cell array to vector

grad = gradients\_to\_vector(gradsDW,gradsDB);

num\_parameters = size(parameters\_values)(1);

#Initialize

J\_plus = zeros(num\_parameters, 1);

J\_minus = zeros(num\_parameters, 1);

gradapprox = zeros(num\_parameters, 1);

# Compute gradapprox

for i = 1:num\_parameters

# Compute J\_plus[i].

thetaplus = parameters\_values;

thetaplus(i,1) = thetaplus(i,1) + epsilon;

[weights1 biases1] =vector\_to\_cellArray(weights, biases,thetaplus);

[AL forward\_caches activation\_caches droputMat] = forwardPropagationDeep(X', weights1, biases1, keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc=outputActivationFunc);

J\_plus(i) = computeCost(AL, Y', outputActivationFunc=outputActivationFunc);

# Compute J\_minus[i].

thetaminus = parameters\_values;

thetaminus(i,1) = thetaminus(i,1) - epsilon ;

[weights1 biases1] = vector\_to\_cellArray(weights, biases,thetaminus);

[AL forward\_caches activation\_caches droputMat] = forwardPropagationDeep(X',weights1, biases1, keep\_prob=1,

hiddenActivationFunc="relu",outputActivationFunc=outputActivationFunc);

J\_minus(i) = computeCost(AL, Y', outputActivationFunc=outputActivationFunc);

# Compute gradapprox[i]

gradapprox(i) = (J\_plus(i) - J\_minus(i))/(2\*epsilon);

endfor

#Compute L2Norm

numerator = L2NormVec(grad-gradapprox);

denominator = L2NormVec(grad) + L2NormVec(gradapprox);

difference = numerator/denominator;

disp(difference);

#Check difference

if difference > 1e-04

printf("There is a mistake in the implementation ");

disp(difference);

else

printf("The implementation works perfectly");

disp(difference);

endif

[weights1 biases1] = vector\_to\_cellArray(weights, biases,grad);

printf("Gradients from back propagation");

disp(weights1);

disp(biases1);

[weights2 biases2] = vector\_to\_cellArray(weights, biases,gradapprox);

printf("Gradients from gradient check");

disp(weights2);

disp(biases2);

0.69315

1.4893e-005

The implementation works perfectly 1.4893e-005

Gradients from back propagation

{

[1,1] =

5.0349e-005 2.1323e-005

8.8632e-007 1.8231e-006

9.3784e-005 1.0057e-004

1.0875e-004 -1.9529e-007

5.4502e-005 3.2721e-005

[1,2] =

1.0567e-005 6.0615e-005 4.6004e-005 1.3977e-004 1.0405e-004

}

{

[1,1] =

-1.8716e-005

1.1309e-009

4.7686e-005

1.2051e-005

-1.4612e-005

[1,2] = 9.5808e-006

}

Gradients from gradient check

{

[1,1] =

5.0348e-005 2.1320e-005

8.8485e-007 1.8219e-006

9.3784e-005 1.0057e-004

1.0875e-004 -1.9762e-007

5.4502e-005 3.2723e-005

[1,2] =

[1,2] =

1.0565e-005 6.0614e-005 4.6007e-005 1.3977e-004 1.0405e-004

}

{

[1,1] =

-1.8713e-005

1.1102e-009

4.7687e-005

1.2048e-005

-1.4609e-005

[1,2] = 9.5790e-006

}

**1.3b Gradient Check – Softmax Activation – Octave**

source("DL8functions.m")

data=csvread("spiral.csv");

# Setup the data

X=data(:,1:2);

Y=data(:,3);

# Set the layer dimensions

layersDimensions = [2 3 3];

[weights biases] = initializeDeepModel(layersDimensions);

# Run forward prop

[AL forward\_caches activation\_caches droputMat] = forwardPropagationDeep(X', weights, biases,keep\_prob=1,

hiddenActivationFunc="relu", outputActivationFunc="softmax");

# Compute cost

cost = computeCost(AL, Y',outputActivationFunc=outputActivationFunc,numClasses=layersDimensions(size(layersDimensions)(2)));

disp(cost);

# Perform backward prop

[gradsDA gradsDW gradsDB] = backwardPropagationDeep(AL, Y', activation\_caches,forward\_caches, droputMat, lambd=0, keep\_prob=1,

hiddenActivationFunc="relu", outputActivationFunc="softmax",

numClasses=layersDimensions(size(layersDimensions)(2)));

#Take transpose of last layer for Softmax

L=size(weights)(2);

gradsDW{L}= gradsDW{L}';

gradsDB{L}= gradsDB{L}';

#Perform gradient check

difference= gradient\_check\_n(weights, biases, gradsDW,gradsDB, X, Y, epsilon = 1e-7,

outputActivationFunc="softmax",numClasses=layersDimensions(size(layersDimensions)(2)));

1.0986

The implementation works perfectly 2.0021e-005

Gradients from back propagation

{

[1,1] =

-7.1590e-005 4.1375e-005

-1.9494e-004 -5.2014e-005

-1.4554e-004 5.1699e-005

[1,2] =

3.3129e-004 1.9806e-004 -1.5662e-005

-4.9692e-004 -3.7756e-004 -8.2318e-005

1.6562e-004 1.7950e-004 9.7980e-005

}

{

[1,1] =

-3.0856e-005

-3.3321e-004

-3.8197e-004

[1,2] =

1.2046e-006

2.9259e-007

-1.4972e-006

}

Gradients from gradient check

{

[1,1] =

-7.1586e-005 4.1377e-005

-1.9494e-004 -5.2013e-005

-1.4554e-004 5.1695e-005

3.3129e-004 1.9806e-004 -1.5664e-005

-4.9692e-004 -3.7756e-004 -8.2316e-005

1.6562e-004 1.7950e-004 9.7979e-005

}

{

[1,1] =

-3.0852e-005

-3.3321e-004

-3.8197e-004

[1,2] =

1.1902e-006

2.8200e-007

-1.4644e-006

}

**2.1 Tip for tuning hyperparameters**

Deep Learning Networks come with a large number of hyper parameters which require tuning. The hyper parameters are

1. ![\alpha](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAICAMAAAD3JJ6EAAAAA3NCSVQICAjb4U/gAAAAKlBMVEWYmJj///92dnbu7u66uroRERHc3NzMzMxERERUVFRmZmaIiIgyMjKqqqq28TPcAAAAPklEQVQImR2JWwIAIQgCGbXssd3/umt9AAMI2JIqSqPDTKqa1WLLQ7R+zymUjYstUHwPy+V3dRu4iH1OstR/JcoBA1dD38sAAAAASUVORK5CYII=)-learning rate  
2. Number of layers  
3. Number of hidden units  
4. Number of iterations  
5. Momentum – ![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQCAMAAAAYoR5yAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWqqqr///+6urqYmJjMzMxycnJERETc3NxUVFTu7u6IiIgiIiIfLZYHAAAAUUlEQVQImU3MAQrAMAgDwBitbbf//3dGRjehcqQSmAbEZZC83qDIXSubCpl9AK5ME+sfsbbo3TE+rsOh3tnV9yzyUuhqQIAe1rR3/ox5eEJ7AHbaAUBLUMiPAAAAAElFTkSuQmCC)– 0.9  
6. RMSProp – ![\beta_{1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAQCAMAAAARSr4IAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWqqqr///+YmJi6urqIiIhzc3NERETMzMzu7u5UVFTc3NwiIiKlsdrlAAAAXUlEQVQImW3OgQrAIAgE0DMzq/3//85r6BhMsHwpJIQBRX8KHi3SNKkzjlFkU0cNQ9d4RMYsfM1kO7d9uWT2XrQombLP19eOd1K5j3HkEA5tLkXJ+KHvVOwGvE3GDc6mAbrYsnVuAAAAAElFTkSuQmCC)– 0.9  
7. Adam – ![\beta_{1}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA4AAAAQCAMAAAARSr4IAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWqqqr///+YmJi6urqIiIhzc3NERETMzMzu7u5UVFTc3NwiIiKlsdrlAAAAXUlEQVQImW3OgQrAIAgE0DMzq/3//85r6BhMsHwpJIQBRX8KHi3SNKkzjlFkU0cNQ9d4RMYsfM1kO7d9uWT2XrQombLP19eOd1K5j3HkEA5tLkXJ+KHvVOwGvE3GDc6mAbrYsnVuAAAAAElFTkSuQmCC),![\beta_{2}](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAA8AAAAQCAMAAAD+iNU2AAAAA3NCSVQICAjb4U/gAAAAJ1BMVEW6urqqqqr///+YmJhLS0vMzMwNDQ3c3Nzu7u5mZmZ2dnaIiIgiIiL3/bpBAAAAZ0lEQVQImV3OgQrAIAgE0DvTWW3//71T2WrsIOnhQUEyBM+6CHK0OBPL6DF0O9fQ3SdUH6ajTtO+3OqF+bMK28DyPI3Sj7AzfTlGTItG/mxUSXJPI5oVB9PyhpSvATGH+UM/IoJdr9w76AKNf5v7agAAAABJRU5ErkJggg==) and ![\epsilon](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAcAAAAICAMAAAAC2hU0AAAAA3NCSVQICAjb4U/gAAAAJ1BMVEXu7u6IiIj///+qqqp2dnbc3NwAAAAZGRm6urpEREQyMjKYmJjMzMyHXs6AAAAAL0lEQVQImSXHyQ0AIAwEsd2BhLP/ekHwsixQtRHRxA1z8UzbQrvxrvwy4qtaSucAFIkAqCd68BwAAAAASUVORK5CYII=)  
8. learning rate decay  
9. mini batch size  
10. Initialization method – He, Xavier  
11. Regularization

– Among the above the most critical is learning rate decay. Rather than just trying out random values, it may help to try out values on a logarithmic scale. So we could try out  
values -0.01,0.1,1.0,10 etc. If we find that the cost is between 0.01 and 0.1 we could use a technique similar to binary search, so we can try 0.01, 0.05. If we need to be bigger than 0.01 and 0.05 we could try 0.25  and then keep halving the distance etc.  
– The performance of Momentum and RMSProp are very good and work well with values 0.9. Even with this, it is better to try out values of 1-![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQCAMAAAAYoR5yAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWqqqr///+6urqYmJjMzMxycnJERETc3NxUVFTu7u6IiIgiIiIfLZYHAAAAUUlEQVQImU3MAQrAMAgDwBitbbf//3dGRjehcqQSmAbEZZC83qDIXSubCpl9AK5ME+sfsbbo3TE+rsOh3tnV9yzyUuhqQIAe1rR3/ox5eEJ7AHbaAUBLUMiPAAAAAElFTkSuQmCC) in the logarithmic range. So 1-![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQCAMAAAAYoR5yAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWqqqr///+6urqYmJjMzMxycnJERETc3NxUVFTu7u6IiIgiIiIfLZYHAAAAUUlEQVQImU3MAQrAMAgDwBitbbf//3dGRjehcqQSmAbEZZC83qDIXSubCpl9AK5ME+sfsbbo3TE+rsOh3tnV9yzyUuhqQIAe1rR3/ox5eEJ7AHbaAUBLUMiPAAAAAElFTkSuQmCC) could 0.001,0.01,0.1 and hence ![\beta](data:image/png;base64,iVBORw0KGgoAAAANSUhEUgAAAAoAAAAQCAMAAAAYoR5yAAAAA3NCSVQICAjb4U/gAAAAJFBMVEWqqqr///+6urqYmJjMzMxycnJERETc3NxUVFTu7u6IiIgiIiIfLZYHAAAAUUlEQVQImU3MAQrAMAgDwBitbbf//3dGRjehcqQSmAbEZZC83qDIXSubCpl9AK5ME+sfsbbo3TE+rsOh3tnV9yzyUuhqQIAe1rR3/ox5eEJ7AHbaAUBLUMiPAAAAAElFTkSuQmCC)would be 0.999,0.99 or 0.9  
– Increasing the number of hidden units or number of hidden layers need to be done gradually. I have noticed that increasing number of hidden layers heavily does not improve performance and sometimes degrades it.  
– Sometimes, I tend to increase the number of iterations if I think I see a steady decrease in the cost for a certain learning rate  
– It may also help to add learning rate decay if you see there is an oscillation while it decreases.  
– Xavier and He initializations also help in a fast convergence and are worth trying out.

**3.1 Final thoughts**

As I come to a close in this Deep Learning Series from first principles in Python, R and Octave, I must admit that I learnt a lot in the process.

\* Building a L-layer, vectorized Deep Learning Network in Python, R and Octave was extremely challenging but very rewarding  
\* One benefit of building vectorized versions in Python, R and Octave was that I was looking at each function that I was implementing thrice, and hence I was able to fix any bugs in any of the languages  
\* In addition since I built the generic L-Layer DL network with all the bells and whistles, layer by layer I further had an opportunity to look at all the functions in each successive post.  
\* Each language has its advantages and disadvantages. From the performance perspective I think Python is the best, followed by Octave and then R  
\* Interesting, I noticed that even if small bugs creep into your implementation, the DL network does learn and does generate a valid set of weights and biases, however this may not be an optimum solution. In one case of an inadvertent bug, I was not updating the weights in the final layer of the DL network. Yet, using all the other layers, the DL network was able to come with a reasonable solution (maybe like random dropout, remaining units can still learn the data!)  
\* Having said that, the Gradient Check method discussed and implemented in this post can be very useful in ironing out bugs.

**Conclusion**

These last couple of months when I was writing the posts and the also churning up the code in Python, R and Octave were  very hectic. There have been times when I found that implementations of some function to be extremely demanding and I almost felt like giving up. Other times, I have spent quite some time on an intractable DL network which would not respond to changes in hyper-parameters. All in all, it was a great learning experience. I would suggest that you start from my first post Deep Learning from first principles in Python, R and Octave-Part 1 and work your way up. Feel free to take the code apart and try out things. That is the only way you will learn.